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Abstract—Recommender system help users in getting the
relevant information. For example, it may advise users on a
related topic of article, or suggest complementary items to
purchase. Application of recommender system is commonly found
in commerce sites. Hukumonline is one of media companies and
law services. The website consists of various legal content, such
as news, consultation articles (they call it Klinik), data repository,
event information, and journal (currently beta version). At
present, Hukumonline site conduct a manual recommendation
system, annotated by the content team as their daily routines.
This paper describes our experiment of Content-based filtering
(CBF) model for recommendation of Bahasa Indonesia to users
of Hukumonline Klinik article on the site. So the manual and
labor intensive process can be reduced. For this purpose, we
use supervised learning method. Starting with data collection of
3,700 articles spread in 15 categories, followed by preprocessing,
vector space representation, and the learning phase, which
we experiment on K-Nearest Neighbor algorithm with cosine
similarity as the distance metric. We use number hyperparameter
K of 17. We separated ten percent of articles for our test data.
For evaluation, we use K-Fold Cross Validation with K of 10.
Our model generate accuracy rate of 0.75, precision rate of 0.76,
recall value of 0.77, and F-Measure of 0.75.

Index Terms—Recommender Systems, Content-based Filter-
ing, Classification, K-Nearest Neighbor.

I. INTRODUCTION

Recommender system help users in getting the relevant
information. As a part of e-commerce ecosystem, they rep-
resent a powerful method, assisting a user to filter through
vast amounts of information and product spaces [1]. There
are several basic model of recommender system [2], the col-
laborative filtering models, content-based, knowledge-based,
demographic, hybrid and ensemble-based. The authors are
interested in experimenting a model that fits for Bahasa
Indonesia. As an underrepresented language [3], with a large
number of users around 143.26 million people [4], there should
be more focus on Bahasa Indonesia.

Hukumonline is one of Indonesian private companies with
core business of media and legal services [5]. It provides legal

articles for free. Promoting legal awareness for Indonesian
citizens. Moreover, the website provides not only news article
on law and legal matter in general, but also online consultation.
They also provide repository of court judgment documents,
dating back to the 1960s, information of events related to the
law, and law journal (currently beta version). Each content
within the site is related to one another, in order to serve
their user, the website team conduct a manual recommendation
process daily to adjust each new articles and other relevant
information for users. For this research, we will be focusing
on the legal article dataset. We will not discuss the user profile
and behavior.

We built a model for Hukumonline to assist their team
in reducing tedious task of manually recommending similar
articles on their website for visitor. We employed the content-
based filtering (CBF) method. This is done by recommending
item to the user based on the item description or user interest
profile [6]. The CBF method have some advantages that it
does not dependent on other users. It is useful in making
recommendations for new items, when sufficient rating data
are not available for that item. This is due to the fact that
items with similar attributes might have already been rated
[2]. To discover the article within the same category for
recommendation to user, we use classification approach. We
train the model to classify each article within each category,
and rank them by their similarity to the new data. For this
purpose, we use K-Nearest Neighbor (KNN) algorithm [7].
KNN is one of the method for classification of text article [8].
KNN works by finding the K closest examples in the feature
space, and then classify the new input to that group [9].

The novelty of this research is we built the model for a
recommender system for the legal article domain. Something
that has not been done before. Other domain such as education
[10] [11], news [12] [13], and commerce [14] [15] have been
the subject of previous research in recommender system.
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Fig. 1. Proposed Method

II. PREVIOUS STUDY

Natural Language Processing (NLP) is a branch of artificial
intelligence with the goal of enabling computer to understand
statement or written words that are natural to human [16].
We use this approach along with CBF in building a model
for our recommender system. Previous studies of another
different approach to building a recommender system is shown
in Marlinda, et. al [17] that built a recommender system
for choosing a multiple-study program. They employ CBF
and Analytical Hierarchy Process (AHP) methods. Their aim
was to help students choose the appropriate study program,
based on fourteen criteria, and thirty eight alternatives that
were structured as a decision tree. They concluded that the
recommender system succeeded in providing information and
support for deciding the best field of study.

Another approach from Desyaputri et. al [18], combining
the collaborative filtering approach and content-based filtering
for recommendation of news article in Bahasa Indonesia. The
authors concluded that they have succeeded in producing
news recommendation that is reliable. Sirajuddin [9], who
implemented the KNN for multiple news site acquired 14
percent error rates. Another approach that uses KNN algorithm
can be seen in Prasetya [7], the author uses Stanford Network
Analysis Platform (SNAP) dataset of e-commerce site. KNN
algorithm is used with content-based method to find similarity
between products as a foundation for recommendation. The
author concluded that CBF method with KNN is far more
effective than Collaborative Filtering and Hybrid, for item
with large number of features. Wahyuni et. al [19] uses cosine
similarity with TF-IDF to classify senior thesis documents,
with accuracy of 98 percent.

III. METHODOLOGY

Our proposed method to build the model is by analyzing
the content of the article. We find the similarity between items
by using the term frequency inverse document frequency (TF-
IDF). TF-IDF as a part of Natural Language Processing (NLP),
is used in information retrieval for feature extraction purposes.
In this approach, we are counting the occurrence of each words

in a document and weight the importance of each words, and
calculate a score for that document and store them as vectors.
We then compare the similarity of the item vectors, using the
cosine similarity method.

The detailed steps can be seen in Figure 1. We divide
our method into two main activities with total of nine steps,
initiated by preprocessing and feature extraction followed by
creating the model. We start the process by getting the dataset
by importing the existing article database from the website
into the local machine. We then clean the data from any web
tag, by using regular expression (regex), we proceed with
casefolding, tokenization, filtering and stemming. We then
proceed to feature extraction by using tf-idf. The next step
is to save our model using the pickle format. At the second
part of our experiment, we load the model, and then evaluate
the train and test data to get the optimum value of K. With
optimal value of K we train the models and saved it.

IV. RESULT

A. Dataset used for experiment

The dataset is 3700 article from Hukumonline, and is
grouped within 15 categories. The article category ranging
from criminal law, labor and industrial law, civil law, to human
rights law. The data is imported from MongoDB and MySQL,
ninety percent of the article is our training data, and the rest
will be our test data. Table I will show the dataset spread.

The number of article in each category differs, and propor-
tionally unbalanced. The number of article for criminal law
tops the whole dataset. While human rights category only has
thirty one articles. The snippet of the dataset can be viewed on
this following link: https://drive.google.com/open?id=1BVfj
jFENTYtlSDrEV6SzVcROaGsfosduuTDr1r0LWk

B. Experimental setup

1) Preprocessing: The preprocessing steps conducted to the
dataset among others, case folding, tokenization, stopwords
removal, stemming, and token join. We use the python library
spacy for cleaning text data, such as removing stop words,
special characters, and then lemmatization. Next, we use
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TABLE I
NUMBER OF ARTICLE BY CATEGORY

Category Number of articles
Criminal law 935
Labor and industrial law 508
Civil law 314
Family and inheritance law 285
State and Constitutional law 345
Company law 215
Business and investment 224
Land law and property 170
Legal studies 157
Intellectual property rights 170
Law profession 102
Consumer protection 91
Telecommunication and technology 102
Start-up and small-medium company 51
Human rights 31
Total 3700

Indonesian stemmer Sastrawi library to stem the text data that
was ignored by spacy. Stemmer Sastrawi worked on stemming
the words that are not recognized by spacy. The process took
around 1 minute 25 second per 50 data as can be seen in
Figure 2.

Fig. 2. Preprocessing Time

2) Vector Space Modelling: Vector Space Modelling is an
effort to represent each document in a collection as a point in
space. In this representation, points (vector in vector space)
that are close together are semantically similar and vice versa
[20]. A document in our vector space model is a matrix consist
of the weight of all the words in that document. That weight
signifies the importance of the words relative to the whole
documents. We use the tf-idf approach, using one of the
available python libraries tf-idf vectorizer. The tf-idf matrix
contained 3700 rows of documents and 20284 columns as
features. Figure 3 shows our VSM.

Fig. 3. TF-IDF Matrix Shape

3) KNN Classification with Cosine Similarity Distance:
After the document is cleaned and vectorized in the previous

step, we start the process of classification using the KNN
algorithm.To start training our data, we must first acquire
the K value by plotting the relationship between the values
of K and the corresponding testing accuracy. Larger K value
would mean less complex model while smaller K means more
complex model. We get the maximum testing accuracy when
the model has right level of complexity. In our experiment we
try the range of K from 1 to 25. We use the accuracy rate
to determine the most suitable K. The time it took to finish
finding the optimal K, for the said range was 3 hours, 21
minutes and 17 seconds. Fig 4 shows the highest point, when
the accuracy is at 0.756486 at K value of 17. We save 10
different models, because we use the 10-Fold Cross Validation.

Fig. 4. Optimal Value for K

The common approach to getting the similarity of a docu-
ment is by using the cosine distance. It measures the cosine of
the angle between two vectors. In this research context, the two
vectors are the vectorized text. Figure 5 shows us the similarity
score between the test data with article title ”Pelaksanaan Hak
Angket oleh DPR” with other article within the same category.
The first article with title ”Aturan Upaya Pemanggilan Paksa
oleh DPR” ranked the highest. Both articles share the terms
”DPR” and share the nuance of ”rights” that belongs to the
parliament (DPR).

Fig. 5. Recommended Articles by Similarity

The Figure 5 shows the score for article similarity according
to one of our model. For the category of State and Consti-
tutional Law, the article ranked first, has similarity score of
0.685378. Followed by the rest of the article that our model
ranked as having similarity to the test data. We have yet to
implement the model for the recommender system. But the
models works well for the dataset.

C. Performance Evaluation Measures

Offline methods are the preferred techniques for testing
recommendation algorithms [2], in this experiment, we use
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the available historical dataset and employ the K-Fold Cross
Validation with K = 10. First, we shuffle the dataset randomly
and then split the dataset into 10 groups. For each unique
group we take 10 percent to be the test dataset, then fit the
remaining training set with our model. We retain the evaluation
score, and finally summarize the skill of the model using the
sample of model evaluation scores. The proportion of train
and test data is shown in Figure 6 below. The test data consist
of 10% or 370 articles.

Fig. 6. Train Test Split Data

As we mentioned above, the dataset spread for each article
is propotionally unbalanced. Figure 6 shows that for certain
category like human rights and startup & UKM have less than
one hundred data. This small amount of data may amount to
the anomaly that we see in the confusion matrix.

TABLE II
10 FOLD CROSS VALIDATION FOR CBF MODEL

K Accuracy Precision Recall F1 Score
1 0.797297 0.819728 0.80163 0.779533
2 0.786486 0.790713 0.786486 0.770782
3 0.805405 0.796567 0.805405 0.789209
4 0.781081 0.804533 0.785326 0.778176
5 0.797297 0.796732 0.81044 0.797217
6 0.697297 0.68286 0.697297 0.678013
7 0.654054 0.699358 0.724551 0.685203
8 0.656757 0.689111 0.72973 0.69203
9 0.759459 0.747716 0.765668 0.742616

10 0.781081 0.774415 0.785326 0.77013

Table II above shows the accuracy, precision, recall, and
F1 score for our 10-fold cross validation result. The average
score for accuracy = 0.7516214, precision = 0.7601733, recall
= 0.7691859, and F1 score = 0.7482909.

Our confusion matrix in Figure 7 shows that the model
predict several zeroes across categories. We suspect that this
is due to unbalanced dataset spread. Human rights category
has only twenty six train data, legal studies 136 train data,
and Startup & UKM 40 train data. The model is just not able
to predict any unseen sample from samples it has seen during
training. But we must reflect the real value from all 10 fold
cross validation result. Point to further discussion, we think to
prevent such anomaly from happening again, the training data
must be proportional across the categories.

Fig. 7. Confusion Matrix at K=8

We compare our result with other classification method such
as Naive Bayes and Support Vector Machine (SVM). Naive
Bayes scored 0.5243 for accuracy, 0.5697 for precision, and
0.5243 for recall. The other classifier that we compare into,
SVM scored 0.2351 for accuraccy, 0.0552 for precision, and
0.2351 for recall. The time took in second to train our dataset
was 0.41 for Naive Bayes, 51 for KNN, and 809 for SVM.
Figure 8 below shows the comparison between three classifier
with our dataset.

Fig. 8. Comparison of Classifiers

Our model performs better in accuracy, precision, and recall
than the former methods. Naive Bayes performs better than our
model for classification time.

V. CONCLUSIONS

In this paper, we propose a model for recommender sys-
tem, using content-based filtering approach for Indonesian
Language. We have found the optimum value of K for the
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K-Nearest Neighbor algorithm, implement them and validate
our model using the K-Fold Cross Validation technique. We
achieve a good score for accuracy, precision, recall, and
F1. We did not apply any dimensionality reduction, which
might have increased our scores. Recommendation for fu-
ture research is to use larger dataset, have a proportional
dataset across categories, employ dimensionality reduction,
and perhaps trying various other classification method such as
Decision Trees, Support Vector Machine, or Artificial Neural
Networks.
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